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Abstract: E-Commerce presents a greater opportunity for people to purchase products online at cheaper 

price. In this E-Commerce service there exists few problems in return of payment and breakage issues. It 

also provides a platform for users to share their consumption experience and quality of product. However, 

at the same time we face the information overloading problem and existence of fake contents. How to 

filter trusted information from these reviews and make an accurate recommendation and to solve issues in 

services is difficult for us. Here, we firstly propose analyze scheme which eliminates fake contents and it 

calculates each user’s score based on real reviews. In addition to this, we consider rating scores from user 

based on the specifications of product and its performance. Secondly, a platform for users which allows 

users to purchase based on their geographical location. At last, we combine both factors into our 

recommender system to make an accurate rating prediction, which is based on probabilistic matrix 

factorization. We conduct a series of experiments that shows accurate results and needed platform for both 

customers and sellers. 
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I. INTRODUCTION 

Data mining, the extraction of hidden predictive information from large databases, is a powerful new 

technology with great potential to help companies focus on the most important information in their data 

warehouses. Data mining tools predict future trends and behaviors, allowing businesses to make proactive, 

knowledge-driven decisions.  Data mining tools can answer business questions that traditionally were too 

time consuming to resolve. Data mining techniques can be implemented rapidly on existing software and 

hardware platforms to enhance the value of existing information resources, and can be integrated with 

new products and systems as they are brought on-line. Data mining techniques are the result of a long 

process of research and product development. Data mining is ready for application in the business 

community because it is supported by three technologies that are now sufficiently mature:  

 Massive data collection 

 Powerful multiprocessor computers 

 Data mining algorithms 

 

II. LITERATURE SURVEY 

The related work indicates the previous sentiment analysis done with the social user’s sentiment in buying 

products. Those reviews can be made useful by mining the data contents to provide useful ranking for the 

users. This helps to rank the products according to the favorite list of user. In present, the E-Commerce 

just provides a platform to the users to share their experience about the products. To make this useful, a 

trusted recommendation system is proposed to filter the review contents and a strong entry authentication 

is provided for the users. This recommendation system only permits certain authorized users to enter the 

review contents and they are permitted to enter the review only after the usage of Consumers of product 

provide various reviews at the E-Commerce platform. They provide their aspect value about the product 
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and suggestions and queries after using the product. To avoid the market research for the firms, we 

recommend filtering this useful information and making high authorization to restrict fake users. Fake 

users are getting chance to increase their product ranking, this may increase their productions. So high 

authorization is provided along with the platform which collects user comments and provides a trusted 

ranking system. 

 

2.1 Ranking 
This section is used for the user to rank the product after visiting the ranking is done with the help of email 

id that the person provided while booking the product. With this ranking is placed and next time the new 

user will get listed with products buy and helpful review the particular website that are mostly ranked with 

high value. 

 

III. PROPOSED SYSTEM 

In this, a recommendation model is proposed by mining review comments from social users’ reviews and 

their ratings. We propose social user’s sentiment measurement approaches which predict ranking of 

product based on the review words and rating score from users’ reviews. Besides, we build algorithm to 

combine and evaluate those scores into a unified matrix factorization framework to predict users’ ratings. 

In particular, as long as we extract user’s reviews from his/her rating histories, we can measure user’s 

sentiment. And also we demonstrate user’s review can really denote what user’s interest preferences.  In 

our future work, we will explore social users’ sentiment deeply by analyzing whether the comments of 

user are deserved well or not and also check right or wrong. The framework contains three main 

components, i.e., product review analysis, rating classification, and evaluating ranking. First, we exploited 

the Pros and Cons reviews to improve aspect identification and sentiment classification on free-text 

reviews. We then developed a probabilistic aspect ranking algorithm to infer the importance of various 

aspects of a product from numerous reviews. The algorithm simultaneously explores aspect frequency and 

the influence of consumer opinions given to each aspect over the overall opinions. The product are finally 

ranked according to their importance scores. We have conducted extensive experiments to systematically 

evaluate the proposed framework. The ranking given is based only by the present review and rating we 

propose to improve it further by providing changes in review and how valuable the product for that review. 

A deep analysis is further proposed for future work. 

 

IV. ARCHITECTURAL DESIGN 

4.1 Nearest neighbour method 

A technique that classifies each record in a dataset based on a combination of the classes of the k record(s) 

most similar to it in a historical dataset (where k ³ 1). Sometimes called the k-nearest  neighbour technique. 
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V. ALGORITHM 

5.1 Summarization Process 

Step1: An extractive summarization method consists of selecting important sentences, paragraphs etc. 

from the original document and concatenating them into shorter form.  

Step 2: Output should be a meaningful summary  

Step 3: Pre-Processing step  

Step 4: Processing step  

Step 5: Pre Processing is Structured Representation of the Original text. 

It Usually includes: 

a) Sentences Boundary identification. In English, Sentence Boundary Is identified with Presence Of dot 

at the end of sentence.  

b) Stop-Word Elimination: 

examples:  

     the, a, an, another, for, an, nor, but, or, yet, so, in, under, towards, before  

Step 6: The Purpose of Stemming is to Obtain the Stem each word. 

Step 7: The weight is calculated as follows: 

The weight, wt = frequency of the term/ Total no. of terms in the document  

 

VI. ADVANTAGE 

The proposed framework and its components are domain-independent. Fake reviews will not be permitted 

to enter and system will not permit a user to enter more than one review. The proposed system will predict 

the ranking of product based on the previous reviews and ratings. This also helpful in determining cost 

analysis and performance analysis. If item’s reviews reflect positive sentiment, then the item may be with 

good reputation, if item’s reviews are full of negative sentiment, then the item is most likely with bad 

reputation. The summarization algorithm is helpful with prediction of user’s sentiment reviews and mining 

words will evaluate the value of entered comments. 

 

VII. FUTURE WORK 

In Future, we plan to consider implement a method of comparison to find the trustiness exist in review 

and rating entered by the product users based on the key specifications. Also a platform is required for 

user to change their review or to additional content for user’s better convenience. A graphical approach 

on rankings will also be helpful for user to choose their product based on either cost, performance or 

something else. 

                  

VIII. CONCLUSION 
E-Commerce acts as a stoppage point which protects and blocks un authorized persons from entering 

reviews and rating. The problem of existing is to detect the Fraudulent Review and Rating. It can be solved 

here by usage of probabilistic matrix factorization also, a review can be evaluated and estimated by 

Summarization Algorithm. Fake reviews can be blocked with the authorization process. Only permitted 

users who really used the product can only be able to enter the review and rating. These two working 

principles are evaluated with supervised approach which predicts the ranking of products that helps buyers 

to easily choose their products. 
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